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Abstract
Background: Cancer is one of the leading causes of death and morbidity all over the world, with 14.1 million new cases and 8.2 
million deaths due to cancer.
Objective: Early breast cancer detection is important for the treatment and survival of patients. CAD is a useful tool for earlier cancer 
detection.
Methods: There are 1863 malignant and benign cases. The nine features are extracted from the DDMS database, and the values 
are assigned using the BI-RAD mammography lexicon. The research is conducted at Radiation Oncology, AIMC/Jinnah Hospital, 
Lahore from October 2021 to November 2023. Mammography is an important medical imaging modality used for early diagnosis 
and detection of breast diseases. The data size plays an important role in applying artificial intelligence to cancer diagnosis. CBR 
stands for Case-based Reasoning is an established research in the Artificial Intelligence field. The CBR was used at multiple data 
increments to research its impact on the detection of breast cancer. Principal component Analysis (PCA) is applied to evaluate 
important features in mammograms to improve the precision and recall for the detection of breast cancer.
Results: The recall of malignant test cases lies in the range of 0.78 to 0.88. The precision and recall for benign test cases vary 
between 0.82 to 0.89 and 0.85 to 1 respectively.
Conclusion: Finally, the implementation of PCA on data results showed that the precision of malignant test cases increased, and 
recall decreased. The data increment proves to increase the detection of breast cancer.
Keywords: Cancer, case-based reasoning, precision, recall, principal component analysis, recall.

INTRODUCTION
Cancer is one of the leading causes of death and 
morbidity all over the world, with 19 292 789 new cases 
and 8.2 million deaths due to cancer. There are 32.6 
million people who are living with Cancer during five 
years of detection. The world has reported 1590000 
deaths due to lung cancer, 745000 deaths due to liver, 
723000 cancer death due to stomach, 694000 cancer 
death due to colorectal, 521000 cancer death due to 
breast and 400000 cancer death due to esophageal [1]. 
The most five common cancers spotted in men were 
lung, prostate, colorectal, stomach, and liver cancer, and 
in women breast, colorectal, lung, cervix, and stomach 
cancer. It is estimated that yearly cancer cases will 
increase from 14 million to 22 in the next 2 decades [2].

Early breast cancer detection is important for the 
treatment and survival of patients. CAD is a useful tool 
for earlier cancer detection. This section comprises a 
review of the performance of CAD implementation for 
breast cancer detection for different medical imaging 
modalities like mammography, MRI, and ultrasound 
[3, 4].

A mammogram is the most consistent and effective way 
for breast cancer diagnoses in the early stage. Computer 
use is important to help radiologists in mammography 
because of complicated breast architecture, low breast 
cancer probability, and subtleties present among 
findings. CAD systems can be implemented for both 
FFDM and Screen-Film mammography [5].

Joshua J. Fenton et al. [6] showed the effectiveness of 
the CAD system implemented from 1998 to 2006 on 
screen-film mammograms on 684 956 women who had 
received above 1.6 million screen-film mammograms at 
the Breast Cancer Surveillance Consortium. CAD system 
was applied to 27.8% of screen-film mammograms and 
results showed decreased specificity (0.5%) and no 
improved detection rate for invasive breast cancer.

Arifa Sadaf et al. [7] evaluated the performance of 
CAD with FFDM in the detection of breast cancers 
applied to 127 mammographic cases that proved breast 
cancers with biopsy-diagnosed with FFDM. CAD system 
mounted to FFDM revealed 100% sensitivity in finding 
microcalcifications and 86% sensitivity for other cancers. 
The difference in sensitivity is mainly due to lesion size. 
They concluded that the CAD system with FFDM helped 
assist the radiologist in early breast cancer detection.
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Robert M. Nishikawa et al. [8] showed that radiologist 
sensitivity increased by 10% and a comparable increase 
in recall rate by the use of CAD system on mammograms 
above 256 cases. CAD system successfully recognized 
71% of cancer cases that were missed by radiologists at 
screening.

Mohamed Meselhy Eltoukhy et al. [9] proposed a 
statistical t-test method for feature extraction and 
applied breast cancer detection and classification in 
mammograms. They used a Support Vector Machine 
(SVM) to classify (5-fold) by using 70% of the dataset 
and 30% was used for the calculation of the classification 
rate. The accuracy rate by the proposed method is 
95.84% to classify normal and abnormal tissues and 
96.56% to detect benign and malignant tumors using 
wavelet coefficients. The accuracy rate by the proposed 
method is 95.98% to classify normal and abnormal 
tissues and 97.30% to detect benign and malignant 
tumors using curvelet coefficients.

J. Dheeba et al. [10] investigated a new classification 
method for breast cancer detection by use of a Particle 
Swarm Optimized Wavelet Neural Network on 216 
digital mammograms based on extracting Laws Texture 
Energy Measures by application of a pattern classifier. 
The sensitivity and specificity of the new classification 
method were 94.167% and 92.105% respectively.

Yu-Dong Zhang et al. [11] proposed a novel CAD system 
for detecting abnormalities in breasts on 200 mammogram 
images. The sensitivity, specificity, and accuracy of their 
proposed method based on Weighted Type fractional 
Fourier Transform with Principal Component Analysis in 
addition to SVM were and respectively.

Zhiqiong Wang et al. [12] proposed a CAD detection 
system established on an extreme learning machine by 
the implementation of optimum fused features for breast 
cancer detection. They confirmed the effectiveness of 
their proposed method on 222 mammograms [13].

The main objectives of this study were to research the 
impact of data increment on the early detection of breast 
cancer by the application of computerized algorithms on 
mammogram databases.

METHODOLOGY
This study was carried out at Jinnah Hospital, Lahore, 
and was approved by the hospital’s ethical committee. 
The guidelines of the Helsinki Declaration were followed 
in conducting this research work. Participants. The data 
included for which consent was available.

The research was conducted during the 2 years 2021-
2023. Those mammographic images of women who 
met the following criteria were included in the research: 
diagnosed cases of biopsy-proven breast cancer, benign 
cases, and complete records were available for them.

Total population sampling allowed deep insight into 
the factors involved in the delay in the treatment and 
diagnosis of cancer. This is a method through which 
we included all the patients fulfilling our criteria and 
excluded those who did not meet the criteria. The steps 
that are used by CAD for cancer detection are shown 
in Fig. (1). First of all, take the medical image from 
imaging techniques and after that, the following steps 
are performed pre-processing, segmentation, candidate 
detection, feature extraction, and classification by CAD. 
Radiologists made the final decision about the cancerous 
area [14].

There are 1863 malignant and benign cases. The eight 
features are extracted from the DDMS database, and the 
values are assigned using the BI-RAD mammography 
lexicon. The following mammogram features are 
extracted from the data (Table 1):

a)	 Mass Shape (Oval, Round, Irregular)
b)	 Mass Margin (Circumscribed, Obscured, 

Microlobulated, Indistinct, Spiculated)
c)	 Mass Density (High density, Equal density, Low 

density, Fat-containing)
d)	 Calcifications Number (Skin, Vascular, Coarse 

or “Popcorn-Like”, Large Rod-Like, Round Rim, 
Dystrophic, Milk of Calcium, Suture, Suspicious)

e)	 Calcifications Morphology (Amorphous, Coarse 
Heterogeneous, Fine Pleomorphic, Fine Linear or 
Fine-Linear Branching)

f)	 Calcifications Distribution (Diffuse, Regional, 
Grouped, Linear, Segmental, Architectural 
Distortion)

g)	 Associated Findings
h)	 Special cases

The features extracted from mammograms are provided 
by numerical weightage. When the features are converted 
into numerical values, the values are normalized into 
the range of (0-1) for the application of algorithms. The 
CBR system is derived into different systems depending 
upon the number of cases in the case base named 100-
-1,300--1,500--1, 700--1, and, 900--1.

Mammography is an important medical imaging modality 
used for early diagnosis and detection of breast diseases. 
Mammography is a low-dose X-ray of the breast. X-rays 
are frequently used for imaging a body part [15]. The 
image of mammography is called a mammogram. The 
mammogram of six abnormal breasts is shown in Fig. (2).

PREPROCESSING

SEGMENTATION

CANDIDATE
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Fig. (1): CAD process.
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Three present advanced mammographies are digital 
mammography, CAD, and 3D-mamography. In digital 
mammography, also named FFDM, x-ray film is 
changed by an electronic system that changes X-rays 
into mammographic breast pictures that create better 
images even with a low dose of radiation. The electronic 
systems used in X-rays are similar to the digital 
cameras’ electronic systems. Breast Imaging Reporting 
and Data System (BI-RADS) was established by the 
American College of Radiology (ACR) to standardize 
mammographic reporting, to improve communication 
[16].

CBR
CBR stands for Case-based Reasoning is an 
established research in the Artificial Intelligence field. 
It is the study of designing the system on theoretical 
foundations and its practical application to solve the 
problem through experience. The essential of every 
CBR is the case base, which consists of formerly 
prepared and stored experience, known as cases. A 
case-based solver resolves new problems with the help 
of similar past solved problems present in the case base 
[17]. CBR system selects one or several similar cases. 
The solutions of selected similar cases are adapted 
to develop a current problem solution. Finally, a new 

Table 1: Mammography lexicon.

Mass Shape(MS) Oval
Round
Irregular

Mass Margin(MM) Circumscribed
Obscured
Microlobulated
Indistinct
Spiculated

Mass Density(MD) High density
Equal density
Low density
Fat-containing

Calcifications Number (CN) Skin
Vascular
Coarse or “popcorn-like”
Large rod-like
Round
Rim
Dystrophic
Milk of calcium
Suture
Suspicious

Calcifications Morphology(CM) Amorphous
Coarse heterogeneous
Fine pleomorphic
Fine linear or fine-linear branching

Calcifications Distribution(CD) Diffuse
Regional
Grouped
Linear
Segmental
Architectural distortion

Associate findings(AS)
Special Cases(SC)
Age(A)

Fig (2): Image of six abnormal types: (a) circumscribed mass, (b) asymmetry, (c) architectural distortion, (d) calcification, (e) ill-defined masses, 
and (f) spiculated masses [10].
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solution to the new problem is stored in the case base to 
increase its capability.

CBR can be divided into three types depending on their 
case representation and reasoning technique name as 
textual CBR, structural CBR, and conversational CBR 
[18]. In structural CBR the cases are characterized as 
according to common structured vocabulary (ontology). 
In textual CBR, the cases are characterized as free text 
(strings). In conversational CBR, cases are represented 
by the list of varied questions in cases. Despite different 
approaches to the CBR systems, the basics of all CBR 
are a simple and uniform process as shown in Fig. (3).

Principal Component Analysis
Principal Component Analysis (PCA) uses the principles 
of mathematics to convert numerous correlated variables 
into a smaller number of variables called principal 
components. PCA is used to analyze the multivariate 
data. Mathlab is used to perform this analysis. PCA 
reduces the dimensions of multivariate data using vector 
space transformation [19]. The data set is interpreted 
in a few principal components by using mathematical 
projections. So, it helps the user by lessening data 
dimension to find trends, outliers, and patterns in the 
data.

PCA is a dimensionality decrease technique that is 
much of the time used to diminish the dimensionality 
of enormous informational collections, by changing a 
huge arrangement of factors into a more modest one 
that contains the majority of the data in the huge set. 
PCA is straightforward: decrease the quantity of factors 
of an informational index, while safeguarding however 
much data as could reasonably be expected. Principal 
Components are new factors that are built as straight 
blends or combinations of the underlying factors.

Precision and Recall
A classifier predicts the result as positive or negative 
in the case of binary decision problems. The classier 
decision or result is represented in the table named a 

confusion matrix/contingency table. A confusion matrix 
is tabulated.

It consists of four classes TP (True positive), FP (False 
positives), TN (True negatives), and FN (false negatives) 
(Fig. 4). TP is correctly categorized as positive. 
FP corresponds to negative examples incorrectly 

categorized as positive. TN refers to negatives correctly 
categorized as negative. FN corresponds to positive 
examples incorrectly categorized as negative.

The precision and recall and be calculated by using the 
following relations in terms of TP, FP, FN, and, TN.

RESULTS
In the proposed system, multiple observations are made 
by making the test and training cases out of 1863 cases, 
the two different algorithms are used, and the threshold 
value 0.62. The test cases both malignant and benign 
are selected to check the performance of the proposed 
system calculating the precision (P1, P2) and recall (R1, 
R2). The average precision (P) and average recall (R) 
are also calculated and the results are summarized in 
Table 2 for malignant and Table 3 for benign.

The precision of malignant test cases varies between 
0.85 and 1. The recall of malignant test cases lies in 
the range of 0.78 and 0.88. The precision and recall for 
benign test cases vary between 0.82-0.89 and 0.85-1 
respectively.

The precision and recall of the proposed CAD system 
calculated for malignant and benign test cases are also 
shown as bar graphs in Figs. (5-8) respectively.

CAD Performance with PCA Implementation
The precision and recall of test cases implemented on 
about eighteen hundred case bases is shown in Table 4 

Fig. (3): CBR cycle.
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Fig. (4): Confusion matrix.

Table 2: Precision and recall of malignant test cases.

Malignant Percision Recall
Cases P1 P2 P R1 R2 R
1-100 1 1 1 0.8 .75 0.78
1-300 0.84 0.94 0.89 0.8 0.8 0.8
1-500 0.85 0.89 0.87 0.85 0.85 0.85
1-700 0.81 0.89 0.85 0.85 0.85 0.85
1-900 1 1 1 0.0 0.85 0.88

Table 3: Result for forty test cases on 1863 case base.
Benign Percision Recall
Cases P1 P2 P R1 R2 R
1-100 0.83 0.8 0.82 1 1 1
1-300 0.8 0.83 0.82 0.8 0.8 0.8
1-500 0.85 0.86 0.85 0.85 0.85 0.85
1-700 0.84 0.86 0.85 0.8 0.89 0.85
1-900 0.91 0.87 0.89 1 1 1
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and the results of precision and recall of the test cases 
after the PCA implementation are summarized in Table 5.

The result showed that the precision of malignant test 
cases increased and recall decreased. The precision for 
benign test cases decreased and recall increased.

DISCUSSION
Many Researchers presented different CAD systems 
based on different methods to detect various types of 
cancer on the visual information collected from medical 
images and proved that their CAD systems had clinical 
applications [20]. The accuracy of CAD systems 
implemented on breast mammograms varies between 
92% and 97.3%. The accuracy of the CAD system 
mounted on breast MRI is in the range of 88.42% and 
91.67%. The accuracy of the CAD system implemented 
on breast ultrasound varies between 90% and 100 %. 
The proposed CAD system sensitivity for lung cancer is 
between 90% with 0.05 false positives and 98.2% with 
9.1 false positives. The accuracy of different developed 
CAD systems for brain tumors is over 99%. However, 
most of CAD systems are only used to detect particular 
cancer types on particular database. The researchers/
oncologists showed that combining different methods 
could improve the accuracy and effectiveness of CAD 
systems to detect cancer.

Joshua J. Fenton et al. [6] have implemented CAD 
on a large database of film screen mammograms but 
specificity was decreased in comparison to our research 
the specificity and sensitivity are increased.

Arifa Sadaf et al. [7] evaluated the performance of CAD 
with FFDM in the detection of breast cancers applied on 
127 mammographic cases and revealed 100% sensitivity 
in finding microcalcifications and 86% sensitivity for other 
cancers. Our research was implemented on large data 
of 1863 cases and achieved better CAD performance.
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Fig. (5): Precision for malignant cases.

Fig. (7): Precision for benign cases.
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Table 4: Result for forty test cases on 1863 case base after PCA 
implementation.

Malignant
Precision  Recall

Cases P1 P2 P R1 R2 R
1863 0.76 0.66 0.71 0.95 0.95 0.95

Benign
Cases P1 P2 P R1 R2 R
1863 0.93 0.9 0.92 0.7 0.5 0.6

Table 5: Results of precision and recall of the test cases after the 
PCA implementation.

Malignant
Precision Recall

Cases P1 P2 P R1
1863 0.74 0.81 0.77 0.85

Benign
Cases P1 P2 P R1
1863 0.82 0.84 0.83 0.8
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Robert M. Nishikawa et al. [8] showed that radiologist 
sensitivity increased by 10% and authenticated our 
research that data size increment helps in diagnosis by 
CAD algorithms.

Mohamed Meselhy Eltoukhy et al. [9] proposed a 
statistical t-test method for feature extraction and 
applied breast cancer detection and classification in 
mammograms. They used a Support Vector Machine 
and the accuracy rate provided was 95.84% to classify 
normal and abnormal tissues in comparison we have 
shown better results by increasing the database.

J. Dheeba et al. [10] investigated a new classification 
method for breast cancer detection by use of a Particle 
Swarm Optimized Wavelet Neural Network on 216 digital 
mammograms revealing sensitivity and specificity of the 
method were 94.167% and 92.105% respectively. Our 
case-based reasoning approach shows better results 
and also represents the reasons behind their response.

Yu-Dong Zhang et al. [11] proposed an SVM and PCA 
CAD system for detecting abnormalities in breasts on 
200 mammogram images. Our CBR and PCA-based 
models produced better results with logic using more 
data.

Zhiqiong Wang et al. [12] proposed a machine-learning 
CAD detection system for 222 mammograms. Our results 
show with a large database including more benign and 
malignant cases the accuracy can be improved.

CONCLUSION
The performance of the presented CBR-based CAD 
system was checked with the help of a confusion matrix 
by calculating the precision and recall. The precision of 
malignant test cases varies between 0.85 and 1. The 
recall of malignant test cases lies in the range of 0.78-
0.88. The precision and recall for benign test cases vary 
between 0.82-0.89 and 0.85-1 respectively.

Finally, the implementation of PCA on data results 
showed that the precision of malignant test cases 
increased and recall decreased. However, the precision 
for benign test cases decreased, and recall increased.
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