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Abstract
Background: Breast cancer is the second dangerous disease that causes death in women. Early detection can reduce mortality 
rates by 40% or more. The procedures to be carried out in this process create extra labor and financial costs for both the patient and 
the hospital.
Objective: This study aims to use artificial neural networks and extreme learning machine techniques in the correct diagnosis of 
breast cancer and to evaluate the applicability of the results in health services and management.
Methods: In our study; a dataset containing numerical information about different breast mass, which indicates which mass is 
benign and which mass is malignant cancer, has been used. The dataset comprises diagnostic information of 569 patients and 
includes 6 variable parameters.
Results: In the study, the mass found in individuals given in the dataset is trained with deep learning models obtained with artificial 
neural networks and extreme learning machines and was determined if it is benign or malignant. In the test dataset, the best 
estimation result is found to be a 92% accurate prediction with the extreme learning machine. The highest accurate estimation rate 
achieved with artificial neural networks is 90%.
Conclusion: In the study, the technique of extreme learning machine gave better results in terms of both accuracy and learning 
time. Also, it shows that the extreme learning machine method can be adapted to healthcare processes and used rapidly on patient 
data during diagnosis and later stages.
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INTRODUCTION
Breast cancer is the second dangerous disease that 
causes death in women [1]. Early detection can reduce 
mortality rates by 40% or more. Mammography was 
used to detect the disease before, but it is not preferred 
in developed countries as it poses a health risk to 
patients. While the use of ultrasound is preferred today, 
the evaluation of the results is based on the experience 
and expertise of the doctor [1]. It is predicted that 7% 
of Western women will develop a cyst in their breasts 
during their life [2]. Although many of these cysts can 
turn into cancer, most are usually benign. It is difficult 
to determine whether they are benign or malignant in 
mammography examinations. Therefore, the patient can 
be called for a second diagnosis and a needle biopsy can 
be performed [3]. The procedures to be carried out in this 
process create extra labor and financial costs for both 
the patient and the hospital. An increase in such cases 
in health services prevents the quality management of 
health services. The correct determination of the results 
in these processes is a life-saving factor, while delays 
and errors in the process affect the treatment negatively.

Computer-aided diagnosis and diagnostic methods are 
getting more and more popular day by day. One of the 
application areas of these methods is the detection and 
diagnosis of breast masses. In the traditional method, 
the relevant mass is detected and then it is determined 
to be either benign or malignant [4].

Deep learning methods are most preferred among 
artificial intelligence methods in health services and 
management processes [5]. The fact that deep learning 
methods are more complex and the ability to process 
images and complex data models causes this to be 
preferred in this field [6]. In some studies on deep 
learning, the algorithm has been found to achieve better 
sensitivity than pathologists [7]. Delay in such diagnoses 
poses a serious risk in rural areas or regions where 
specialist physicians are scarce. With expert systems 
developed using artificial intelligence methods, it can 
support diagnosis and diagnosis processes in regions 
where there is no specialist.

One study used convolutional neural networks to 
determine whether lymph nodes in the chest were 
pathologically benign or malignant [8]. Another study 
evaluated the risk of malignancy in a mass of the 
breast using ultrasound images and deep learning 
architectures, with the highest accuracy rate of 87.5% 
when compared with mammography and pathological 
procedures [9].
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Deep learning methods are gaining popularity day by 
day in health services and management processes. 
Artificial neural networks and extreme learning machines 
are two subtypes of deep learning [10]. Artificial Neural 
Networks are structures made up of intertwined neurons 
similar to the human brain. Neurons are connected 
by weights. Weight values are updated in the learning 
process and accordingly, which neurons are triggered. 
It has a model similar to the work of the autonomic 
nervous system [11]. Extreme learning is a three-step 
algorithm without feedback-based learning iterations like 
artificial neural networks. In the dataset, each parameter 
is assigned random weights. Accordingly, the weights of 
the hidden layers are determined by applying this layer 
to the Moore-Penrose inverse process [12]. Therefore, 
it can be trained very quickly. It is used in areas such 
as diabetes disease detection and protein classification 
in health services and management [13]. This study 
applied and compared artificial neural networks and 
extreme learning machines in the diagnosis of breast 
mass, with a dataset created by the University of 
Wisconsin, containing numerical information on benign 
and malignant breast mass. By adhering to supervised 
training methods, the success and execution time for 
artificial neural networks and extreme learning machines 
were evaluated.

MATERIALS AND METHODS
Our study used a dataset created by the University 
of Wisconsin, containing numerical information 
about different breast masses, and their benignity or 
malignancy. The dataset contains diagnostic information 
of 569 patients, consisting of 6 different columns. 80% of 
the patients were used for training and 20% as test data. 
The features used in the dataset were:

Mean Radius: Mean distance from the center to points 
on the perimeter.

Mean Texture: Standard deviation of gray-scale values.

Mean Perimeter: Total perimeter length of the tumor.

Mean Area: Total area of the tumor.

Mean Smoothness: Variation in the local radius lengths.

Diagnosis: Malignant (M): (indicating cancerous tumors), 
Benign.

There are 357 (63%) benign and 212 (37%) malignant 
patients in the dataset. The parameters used in the 

dataset are the average values of the masses detected 
in the images obtained by mammography. The data 
was obtained by the University of Wisconsin and patient 
consents were taken during the data collection period 
[14]. Since the dataset is publicly available no ethical 
approval was obtained.

In the preliminary examination, the correlation relationship 
between the diagnosis column and other columns was 
examined. Mean_radius, mean_perimeter, mean_area 
columns show the highest negative correlation with 
diagnosis. In the dataset we studied, this finding shows 
that these three columns are more important in cancer 
detection. Correlation relations of the columns in the 
dataset are shown in Table 1.

In the dataset, the distribution of benign or malignant 
cancerous masses depending on the relationship 
between the columns is shown in Fig. (1). When the 
mean_texture column is correlated with mean_radius 
and mean_perimeter, the benignity of the mass can be 
classified.

In this dataset, artificial neural networks and extreme-
learning machine methods were trained with similar 
parameters, and each method was repeated 10 times 
to compare average accuracy and training times. 
Algorithms were executed in a Python programming 
language with the keras library. Both models were 
trained and tested with different numbers of hidden 
neurons as hyperparameters. In tests performed with 
artificial neural networks, one input layer and a hidden 
layer with 10, 50, 90, and 130 hidden neurons were 
trained and the test results were evaluated. In training, 

Table 1: Feature correlation matrix.

Feature Mean Radius Mean Texture Mean Perimeter Mean Area Mean Smoothness Diagnosis
mean_radius 1.00 0.32 1.00 0.99 0.17 -0.73
mean_texture 0.32 1.00 0.33 0.32 -0.023 -0.42
mean_perimeter 1.00 0.33 1.00 0.99 0.21 -0.74
mean_area 0.99 0.32 0.99 1.00 0.18 -0.71
mean_smoothness 0.17 -0.023 0.21 0.18 1.00 -0.36
Diagnosis -0.73 -0.42 -0.74 -0.71 -0.36 1.00
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Fig. (1): Pair plot of data features based on diagnosis.
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100 epoch, 50 as batch_size were used with a learning 
rate of 0.001, and Adam (A Method for Stochastic 
Optimization) optimization was used. In tests performed 
with an extreme learning machine, 10, 50, 90, and 
130 hidden neurons were trained and the test results 
were evaluated. The weights of the input values were 
assigned randomly, and the weights of hidden neurons 
were obtained by taking the weights obtained from the 
input values by the inverse of the Moore Penrose of the 
matrix. Backpropagation was not used for training. The 
results were evaluated with accuracy and execution time 
metrics in the test dataset.

STATISTICAL ANALYSIS
Both extreme-learning machine and artificial neural 
network models were tested 10 times and the results 
were compared by using a t-test in Minitab statistical 
software. The results demonstrated a value of 0.015 
(p<0.05) which showed that results obtained from both 
models are statistically different.

RESULTS
A dataset with characteristics of 569 patients diagnosed 
with breast mass, with each case labeled as either 
malignant (cancerous) or benign was used. In the 
test dataset, the best estimation result was found as 

92% with the extreme-learning machine. The highest 
accurate estimation rate achieved with artificial neural 
networks was 90%. Regarding the execution times for 
training, the most complex extreme learning machine 
model completed its training in 1.9 ms. The training of 
a similar complex model created with artificial neural 
networks took 5840 ms.

In tests performed with artificial neural networks, we 
used an artificial neural network with an input layer 
with a hidden layer consisting of 10, 50, 90, and 130 
hidden neurons respectively, and an output layer with a 
single neuron layer for binary classification. Parameter 
optimization was done on the number of neurons in the 
hidden layer. In training, 100 epoch, 50 as batch_size 
with a learning rate of 0.001 were used. Adam (A Method 
for Stochastic Optimization) optimization was used. 
Accuracy rates depending on the number of hidden 
neurons used in the test set are shown in Fig. (2). The 
accuracy rate was stable at around 90% with 50 hidden 
neurons and with more hidden neurons there is not a 
significant change in accuracy.

In tests performed with an extreme learning machine, 
10, 50, 90, and 130 hidden neurons were trained and 
the test results were evaluated. The best test result was 
obtained using 130 hidden neurons with 92% accuracy. 
Unlike artificial neural networks, as the number of hidden 
neurons increased, the accuracy also increased (Fig. 3).

 In the study, the execution time for training the artificial 
neural networks and the extreme-learning machine 
was examined in parallel with the accuracy rates in the 
test data. The average execution time for training and 
accuracy rates for 10 training and tests with different 
numbers of hidden neurons are given in Table 2. With 
artificial neural networks, the best accuracy average is 
90% and the time spent in training is 5840 ms. Increasing 
the number of samples in the dataset, increasing the 
number of epoch used, batch size, and the number of 
hidden neurons are the parameters that affect this period 
in direct proportion.

The highest test accuracy was 92% and the training 
time was 1.9 ms in the tests performed with an extreme 
learning machine. The number of hidden neurons used 
has increased training time but has become much faster 
than artificial neural networks (Table 3). In Decision 
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Fig. (2): Neural network test accuracy.

Fig. (3): Extreme Learning vs. Hidden Nodes
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Table 2: Artificial neural network accuracy and execution time.

Artificial Neural Network Accuracy 
Hidden Units Count 10 50 90 130
Average Test Accuracy 63% 87% 88% 90%
Average Training Execution time [ms] 5400 6100 5980 5840

Table 3: Extreme learning accuracy and execution time.

Extreme Learning Accuracy 
Hidden Units Count 10 50 90 130
Average Test Accuracy 86% 89% 91% 92%
Average Training Execution time [ms] 0,96 0,997 0,998 1,9
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points requiring rapid integration in healthcare and 
management processes, rapid adaptation time, and 
test accuracy for diagnosis and other support systems, 
extreme learning can be used in such kinds of problems.

DISCUSSION
Rapid developments in technology and the increasing 
use of artificial intelligence in health have put the health 
sector in a process of change [14]. Reasons such as the 
increase in the elderly population, the increase of chronic 
diseases, and difficulties in delivering health services to 
rural areas in developed countries encourage the use 
of artificial intelligence-supported machine learning 
techniques for improvement in health care processes 
[15].

In a study, artificial intelligence methods used in the 
field of health were examined. 85% of supervised 
machine learning was used in machine learning-based 
studies such as estimation and classification. The most 
preferred algorithm was the Support Vector Machine 
(SVM). Machine learning is most commonly used in 
the estimation, diagnosis, and determination of post-
disease complications, thereby saving patients’ time 
and workloads to provide better healthcare services to 
patients [16].

In the results obtained from our study, the success of 
deep learning methods in the diagnosis of breast cancer 
has been revealed. Since deep learning models may 
require high hardware and time during the training and 
formation stages, it has been shown that simpler models 
such as an extreme learning machine will save time and 
cost. The highest accurate estimation rate achieved 
with artificial neural networks is 90%. Learning with 
130 hidden neurons lasted 5840 ms. In a similar study, 
breast cancer risk was calculated using artificial neural 
networks, and its accuracy rates were seen between 82-
90% [17]. Regarding the extreme learning machine, the 
success rate increased to 92% with the same number of 
neurons. When it comes to the training time, the extreme 
learning machine model, which has 130 hidden neurons, 
completed its learning in 1.9 ms. In terms of duration, 
it completed its education in approximately 3000 times 
less time. In another study, it was determined that the 
masses in the chest were good or malignant by using an 
extreme learning machine. Success is seen as 98.9% in 
a more complex model and wider dataset [18].

In another study, researchers compared six machine 
learning algorithms—GRU-SVM, Linear Regression, 
Multilayer Perceptron (MLP), Nearest Neighbor search, 
Softmax Regression, and Support Vector Machine 
(SVM)—to classify breast cancer tumors as malignant or 
benign. The dataset was split into 70% for training and 
30% for testing. Among the algorithms, the Multilayer 
Perceptron achieved the highest test accuracy of 
approximately 99.04%, indicating its effectiveness in 
breast cancer classification tasks [19].

Another study introduced a two-layer neural network 
model called the Higher-Order Probabilistic Perceptron 
(HOPP), designed to implement Bayesian inference 
by systematically including correlations among input 
variables. The model was applied to the Breast Cancer 
Wisconsin (Diagnostic) Dataset to classify tumors as 
malignant or benign, assigning probabilities to each 
outcome. Trained on 90% of the dataset and tested on the 
remaining 10%, the HOPP model achieved classification 
accuracies of up to 97%, with a standard deviation of 
around 2% [20]. The extreme learning machine method 
can be adapted to healthcare processes and used 
rapidly on patient data during diagnosis [21].

CONCLUSION
In this study, the technique of extreme learning machine 
gave better results in terms of both accuracy and learning 
time also, it shows that the extreme learning machine 
method can be adapted to health care processes and 
used rapidly on patient data during diagnosis and later 
stages.

ETHICS APPROVAL
Since the dataset used for this study is publicly available, 
no ethical approval was obtained.

CONSENT FOR PUBLICATION
Not applicable.

AVAILABILITY OF DATA
This study used a dataset created by the University of 
Wisconsin.

FUNDING
None.

CONFLICT OF INTEREST
The authors declare no conflict of interest.

ACKNOWLEDGEMENTS
Declared none.

AUTHORS’ CONTRIBUTION
All authors contributed to the design and drafting of the 
manuscript. Ozan Veranyurt contributed to the statistical 
analysis and acquisition of data. All authors participated 
in interpreting data, critical revision, and final approval of 
the submitted manuscript.

REFERENCES
1. Cheng HD, Shan J, Ju W, Guo Y, Zhang L. Automated breast 

cancer detection and classification using ultrasound images: A 
survey. Pattern Recognit 2010; 43(1): 299-317.
DOI: https://doi.org/10.1016/j.patcog.2009.05.012

2. Kooi T, Ginneken B, Karssemeijer N, Heeten A. Discriminating 
solitary cysts from soft tissue lesions in mammography using a 
pretrained deep convolutional neural network. Med Phys 2017; 
44(3): 1017-27.
DOI: https://doi.org/10.1002/mp.12110

3. Brodersen J, Siersma VD. Long-term psychosocial consequences 
of false-positive screening mammography. Ann Fam Med 2013; 



Liaquat National Journal of Cancer Care 2024; 6(1): 2-6 6

Comparative Analysis of Artificial Neural Networks and Extreme Learning Machine Techniques for Breast Cancer Diagnosis

112: 106-15.
DOI: https://doi.org/10.1370/afm.1466

4. Cao Z, Duan L, Yang G, Yue T, Chen Q. An experimental study on 
breast lesion detection and classification from ultrasound images 
using deep learning architectures. BMC Med Imaging 2019; 19: 51. 
DOI: https://doi.org/10.1186/s12880-019-0349-x

5. LeCun Y, Bengio Y, Hinton G. Deep learning. Nature 2015; 
521(7553): 436-44.
DOI: https://doi.org/10.1038/nature14539

6. Ehteshami Bejnordi B, Veta M, van Diest PJ, van Ginneken B, 
Karssemeijer N, Litjens G, et al. Diagnostic assessment of deep 
learning algorithms for detection of lymph node metastases in 
women with breast cancer. JAMA 2017; 318(22): 2199-210.
DOI: https://doi.org/10.1001/jama.2017.14585

7. Litjens G, Sánchez CI, Timofeeva N, Hermsen M, Nagtegaal I, 
Kovacs I, et al. Deep learning as a tool for increased accuracy and 
efficiency of histopathological diagnosis. Sci Rep 2016; 6: 26286.
DOI: https://doi.org/10.1038/srep26286

8. Steiner FD, MacDonald R, Liu Y, Truszkowski P, Hipp JD, Gammage 
C, et al. Impact of deep learning assistance on the histopathologic 
review of lymph nodes for metastatic breast cancer. Am J Surg 
Pathol 2018; 42(12): 1636-46.
DOI: https://doi.org/10.1097/PAS.0000000000001151

9. Shamai G, Binenbaum Y, Slossberg R, Duek I, Gil Z, Kimmel R. 
Artificial intelligence algorithms to assess hormonal status from 
tissue microarrays in patients with breast cancer. JAMA Network 
Open 2019; 2(7): e197700.
DOI: https://doi.org/10.1001/jamanetworkopen.2019.7700

10. Parikh RB, Kakad M, Bates, DW. Integrating predictive analytics 
into high-value care: the dawn of precision delivery. JAMA 2016; 
315(7): 651-2.
DOI: https://doi.org/10.1001/jama.2015.19417

11. Veranyurt O. Usage of artificial intelligence in DoS/DDoS attack 
detection. Int J Basic Clin Stud 2019; 8(1): 23-36.

12. Huang GB, Zhu QY, Siew CK. Universal approximation using 
incremental networks with random hidden computational nodes. 
IEEE Trans Neural Netw 2006; 17(4): 879-92.
DOI: https://doi.org/10.1109/TNN.2006.875977

13. Zhang R, Zhang, Wang Y, Saratchandran P. Multi-category 
classification using extreme learning. IEEE/ACM Trans Comput 
Biol Bioinform 2007; 4(3): 485-95.
DOI: https://doi.org/10.1109/tcbb.2007.1012

14. Wolberg W, Mangasarian OL, Street N, Street W. Breast cancer 
Wisconsin diagnostic dataset. UCI Machine Learning Repository 
1993; Available from: https://archive.ics.uci.edu/dataset/17/
breast+cancer+wisconsin+diagnostic

15. Cichosz SL, Johansen MD, Hejlesen O. Toward big data analytics: 
review of predictive models in management of diabetes and its 
complications. J Diabetes Sci Technol 2015; 10(1): 27-34.

16. Kavakiotis I, Tsave O, Salifoglou A, Maglaveras N, Vlahavas I, 
Chouvarda I, et al. Machine learning and data mining methods in 
diabetes research. Comput Struct Biotechnol J  2017; 15: 104-16.

17. Sepandi M, Taghdir M, Rezaianzadeh A, Rahimikazerooni S. 
Assessing breast cancer risk with an artificial neural network. 
Asian Pac J Cancer Prev 2018; 19(4): 1017-9.
DOI: https://doi.org/10.22034/APJCP.2018.19.4.1017

18. Toprak A. Extreme Learning Machine (ELM)-based classification of 
benign and malignant cells in breast cancer. Med Sci Monit 2018; 
24: 6536-43.
DOI: https://doi.org/10.12659/MSM.910520

19. Agarap AFM. On breast cancer detection: an application of 
machine learning algorithms on the Wisconsin diagnostic dataset. 
In: Proceedings of the 2nd International Conference on Machine 
Learning and Soft Computing 2018; Phuket, Thailand, New York: 
ACM; 2018. pp. 5-9.

20. Cowsik A, Clark JW. Breast cancer diagnosis by higher-order 
probabilistic perceptrons. arXiv preprint. 2019; arXiv: 1912.06969.

21. Vulli A, Srinivasu PN, Sashank MSK, Shafi J, Choi J, Ijaz MF. Fine-
tuned DenseNet-169 for breast cancer metastasis prediction using 
FastAI and 1-cycle policy. Sensors 2022; 22: 2988.
DOI: https://doi.org/10.3390/s22082988


